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• Wake phenomena 
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Wakes and vortices 

!5
Volume rendering of k!k



Wakes and vortices 

!5
Volume rendering of k!k



Wakes and vortices 
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Volume rendering of k!k

• Wake physics governed by 
vorticity dynamics, 

• operating conditions 

• ambient turbulence



Trends and challenges
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• Cost-effectiveness (LCOE) drives 
turbines to larger sizes 

• Upscaling of classical Horizontal Axis 
Wind Turbine sustainable beyond 
20MW? 

• Nacelle/generator weight most 
penalizing factor 

• 10MW = 400 metric tons  
20MW = 1100 metric tons 

20 MW

10 MW



Solutions
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• Converters based on  

• Superconducting windings 

• New permanent magnets 

• Vertical Axis Wind Turbines (VAWTs) 
bring the nacelle down 

• Cheaper structures/foundations 

• Lower maintenance costs

10MW generator (currents = 58 A/mm2),  
Suprapower project 10MW Upwind turbine



Vertical Axis Wind Turbines

!8

• Inherently unsteady aerodynamics 

• Wake physics poorly known 

• Topology? 

• Decay mechanisms? 

• Claims of faster decay enabling 
higher power densities for farms 0 45 90 135 180 225 270 315 360
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VAWT wake
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VAWT wake
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Coalescing tip vortices

sheets
d�

dt

Recirculation

Near-wake dynamics 
dominated by 
reconnections of unequal 
strength vortices 

“Corner” vortices  
= result of merging of  
upstream shed vortices 
(mostly)

λ = 3.21



Vertical axis wind turbines for future large offshore farms
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• Proposal for May 2012 call: 35 MCPUhours on Jugene (IBM BlueGene/P, Jülich 
SC) about to transition to Juqueen (IBM BlueGene/Q) 

• Turbulent decay of wake of a single VAWT 

• Scenarios with multiple machines interacting through their wakes



Consortium
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• UCLouvain (Ph. Chatelain):  

• Numerical method: Vortex Particle-Mesh method 
and immersed lifting lines 

• its massively parallel implementation 

• ETH Zurich (P. Koumoutsakos) 

• Open-source Parallel Particle-Mesh (PPM) library  

• IBM Research Zurich (A. Curioni) 

• GE Global Research Munich (D. von Terzi) 

• Industrial back-up
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Consortium: existing collaborations
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• UCLouvain - ETH Zurich 
 
Numerical method - implementation 

• UCLouvain - GE GR 
 
Application of VPM to wind turbine wakes 

• ETH Zurich - IBM Zurich  
 
Software deployment on IBM BlueGene 
architectures



Proposal writing: technical justifications
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• Scientific challenges 

• insights into decay of VAWT turbulent wakes 

• power production of arrays of interacting VAWTs 

• Societal impact and timeliness 

• Potential game-changer for wind energy 

• Low carbon economy



Proposal writing: justifications
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• Methodological adequacy 
case for VPM method in large-scale simulation of 
vortex dynamics, wind turbine and aircraft wakes  

• Software readiness 

• Proof-of-concept runs 

• Scalability tests already performed on BGP 
architecture 

• Production campaigns on BGP (up to 32k 
cores) 

• In-situ processing not ready but proposed as 
collaboration work with Jülich SC
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Proposal writing: resource justification
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• Detailed plan of production campaign 
Run type, number 

• Leveraging scalability studies to provide 
CPU costs 

• Also memory and storage footprints 

• Include deployment/test/scalability 
checks 

• No preparatory calls yet back in 2012

6. CPU hours justification
The simulations can be divided into three groups
- SINGLE_*: the simulation of an isolated VAWT operating at optimum TSR and its wake down 

to 8 or 16 diameters. The resolution is increased in order to check the scale-up of data manage-
ment and study grid dependence. The tower will be added in a simulation for the sake of  com-
parison.

- PAIR_*: the simulation of two VAWTs aligned or nearly-aligned with the wind direction, in-
volving a long domain (16D), and the subsequent investigations of turbine spacing and align-
ment effects

- FARM_*: the simulation of two periodic lines of VAWTs will investigate how the spacing and 
alignement conclusions of the PAIR_* campaign translate in a “farm” setting, and look into 
wake merging phenomena at a farm scale.

The simulation parameters are given in Tables 2 and 3. They represent a grand total of approxi-
mately 35 million core hours.
These runs were designed to run for per-core problem sizes of approximately  1 105 to 3 105. This 
is a lower value than for our production runs on BG/L. It is motivated by the need to stress the 
strong scalability  of the code and keep the time-to-solutions to a few days. Additionally, we will 
be using unbounded solvers [2] which have a higher memory footprint.
We estimate that the percentage of CPU devoted to porting, scalability studies or optimization 
will be well below 10%.

Table 2: Run configurations

Table 3: Computational requirements

PRACE peer review application form Proposal n° 2011050739
Additional information 

8/9

Run type # points per D Domain length (D) Grid
Single_0 160 8 512x512x1280
Pair_0 160 16 512x512x2560
Single_1 256 8 768x768x2048
Single_2, Pair_1 256 16 768x768x4096
Single_3 384 8 1024x1024x3072
Farm_1 256 16 768x512x4096
Farm_2 256 16 768x1024x4096
Farm_3 256 16 1024x2048x4096

Run type # Runs # Steps/Run Walltime/Step (s) # CPU cores (/1024) Total core hours/Type Run 

Single_0 1 3.0E+04 5.0 4 1.7E+05
Single_1 1 3.0E+04 15.0 4 5.1E+05
Single_2 2 3.0E+04 17.0 8 2.3E+06
Single_3 1 4.5E+04 18.0 16 3.7E+06
Pair_0 1 3.0E+04 6.0 8 4.1E+05
Pair_1 4 3.0E+04 25.0 8 6.8E+06

Farm_1 2 3.0E+04 20.0 8 2.7E+06
Farm_2 2 3.0E+04 22.0 16 6.0E+06
Farm_3 2 3.0E+04 22.0 32 1.2E+07

TOTAL 3.5E+07



Proposal writing: Gantt chart
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2. Resource Management
We present our activities flow chart in Figure 2. The main features of this workflow are the fol-
lowing:
- The Vortex Particle client and the libraries it  is built upon are at  the center of ongoing collabo-

rations between UCL, GEGR, ETH Zurich, and IBM Zurich Research Lab. Our groups have a 
vast experience in deploying it on massively  parallel machines, including IBM  BG/P and Cray 
XT architectures. Nevertheless, we wish to carry out an initial scalability  study (4k - 32k cores) 
for an accurate characterization of run times.

- The first investigations concern an isolated turbine and will involve simulations of increasing 
resolutions for convergence assessment (see section 6). These smaller runs will allow a famili-
arization with the machine, let us apprehend any data flow bottleneck, make adjustments to the 
IO flow and, if necessary, redefine the data fields or flow regions that should be post-processed.

- Client and library developments are ongoing as of this submission and will continue during the 
project. In addition to minor SMP/MPI optimizations within the client, they  will mostly con-
cern the implementation of in situ visualization. We plan to leverage this capability  if it  is 
available on Jugene in order to further alleviate IO and data traffic.

- Our schedule is conservative and includes a final reporting, dissemination, and publication 
phase that is long enough to accommodate potential delays or unscheduled downtimes.

We refer to Section 6 for the description of the simulation series.

Figure 1: Project activities (Gantt chart): task durations are in [], task coordinators in {}.
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• Transition to BG/Q in May 
2012 

• Monthly quotas for projects



Reviews
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• Technical (Gauss/Jülich SC): allocation strongly recommended 

• IO loads of full 3D flow field dumps: alleviation by coarsened/zoomed dumps, in-situ processing 
mentioned (although could not get it to work at JSC) 

• Scientific (4 reviewers), salient points: 

• No milestones in project planning: clarification that each sub-campaign in fact entails production and 
basic post-processing as milestone 

• Mention of preliminary scalability studies: account for IO and application-specific effects on 
performance for more accurate evaluation of CPU costs 

• Box size effects: clarification that method entails no blockage effect (exact unbounded directions) 

• For wakes, only large scales matter: wake generated by fine blade-shed vortical structures, 
instabilities and merging lead to localized inverse cascade, crucial for decay
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• 2 reviewers out of 4 familiar with our track record, 
very appreciative of proposed work 

• 1 reviewer’s questions revealed lesser proficiency 
in vorticity-based methods, wakes, turbulence,… 

• 1 reviewer’s questions focused on project planning, 
secondary aspects (dissemination),…



Conclusions
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• This PRACE allocation was my 3rd attempt at call-based CPU allocation 

• First two attempts (PRACE and INCITE) focused on Clay Millenium problem: Navier-Stokes/Euler 
equations singularity  

• …met with quite antagonistic scientific reviews 

• ( Four years later, PRACE grants Millenium problem-related allocation to Italian teams with 
questionable track-record and methodology ) 

• Success probably due to… 

• a good story 

• unquestionable scientific and societal impact 

• care in proposal writing with well laid out plan




